Several algorithms help to visualize medical gray-level volumes. For clinical applications it is vital that the generated images represent reality. We have investigated the quality of surface-shading algorithms using computer-simulated test objects and we are presenting the results here. For the group of surface-shading algorithms, we tested z-buffer gradient, gray-level gradient, adaptive gray-level gradient, and marching cubes with two extensions. We will discuss transparent visualization using transparent gray-level gradient shading as an example. We found that gray-level gradient shading and marching cubes did not differ greatly, except for thin objects, where adaptive gray-level gradient shading was better. At present there is no way to assure the fidelity of transparent shading. Nevertheless it is useful when no other surface at all can be determined. Use of a combination of shading methods appears to yield the best visualization of the respective objects.

Computer tomography (CT) and magnetic resonance imaging (MRI) are the medical imaging modalities that deliver cross-sectional images of the human body. If we record sequences of adjacent images, we have a 3D volume representation of that part of the anatomy under consideration. Unlike 2D imaging, the presentation of gray-level volumes is subject to a number of choices. As those objects present in the volume may obscure each other, one has to decide which object to visualize. Furthermore, one can choose the form of presentation, for example, transparent, as cut planes or as surfaces. If one uses a surface visualization, there are different ways of determining the surface, the surface normals from the gray-level volume, and the subsequent shading.

Several methods for the visualization of objects from gray-level volumes have been described, including Goldwasser et al., Lenz et al., Hoehne and Bernstein, Hoehne et al., Smith et al.,, Lorenzen and Cline, Levoy, Drobin et al., and Hoehne et al. The images are more or less pretty, but experience shows that despite all their beauty they may not re-
reflect reality. For clinical applications it is essential that one is sure about the fidelity of the pictures or at least understands its limitations. Except for studies by Tiede et al.,\textsuperscript{11} Magnussen et al.,\textsuperscript{12} and Pommert et al.,\textsuperscript{13,14} no attempts have been made to compare the different methods and assess their capability of representing the “true” object. It is therefore the objective of this paper to assess the quality of different surface rendering algorithms using quantitative and qualitative measures of image quality.

**Method**

The raw data typically are a spatial sequence of image matrices of $256^2$ pixels (in some cases compressed from $512^2$ pixels) acquired through computer tomography or magnetic resonance imaging.

To save storage space the gray-level data of the original volume is compressed to a dynamic range of 256 gray values. To achieve cubic volume elements, a linear interpolation of the intensity values between the original slices is performed. This results in a 3D array (voxel model), which is the basic data structure for the algorithms we are describing. As an extension, each voxel may contain not only a gray value but such attributes as membership to an organ or an intensity value delivered by an additional imaging modality (generalized voxel model, Hoehe et al.\textsuperscript{15}).

**The principle of the visualization algorithm**

The gray-scale volume is scanned using a ray-casting algorithm from the desired direction of view using the program system Voxel-Man (Hoehe et al.\textsuperscript{5}). A gray value derived from the intensity profile encountered by each ray is projected onto an image plane, thus forming the projection image.

We investigated the following two kinds of projections:

1. A surface voxel is identified by an intensity threshold or by its attribute gained in a previous segmentation step (“binary segmentation”).
2. Opacity is assigned to each voxel. A semitransparent presentation is then produced based on these opacities (“fuzzy segmentation”).

**Determination of image quality**

The image quality in 3D visualization consists of the following three components:

- The precision of the object segmentation
- The precision of the surface normals
- The quality of shading.

Since object identification by binary segmentation is not a matter of computer graphics, we do not treat this subject here, but we refer the reader to Bomans et al.\textsuperscript{16} The main computer-graphics issue is the correct determination of the surface normals from the original pictorial data. So we emphasize this in our study. Since the quality of the surface normals is generally worse than those generated in classical 3D graphics, no special efforts have been made for shading so far.

This is certainly a subject for future study. In this article we used Phong shading with the following formula (note that parameters for the test objects are in parentheses).

$$S(x,y,z) = K_o + (K_d L^a \cdot N + K_s L^a \cdot V^a) (1 - K_r \frac{z}{Z_{\text{max}}})$$

- $K_o$ = fraction of ambient reflection ($K_o = 0.0$)
- $K_d$ = fraction of diffuse reflection ($K_d = 0.8$)
- $K_s$ = fraction of specular reflection ($K_s = 0.2$)
- $K_r$ = depth factor ($K_r = 0.7$)
- $n$ = exponent for modeling highlights ($n = 5$)
- $L^a$ = surface normal vector at location $x,y,z$
- $V^a$ = normalized vector in direction of light source
- $P^a$ = normalized vector in direction of reflected ray
- $Z_{\text{max}}$ = maximum depth of 3D scene

Determination of the quality of images taken from living subjects generally suffers from the fact that we do not know the “truth” precisely. There are basically two ways to test image quality. One is the use of cadavers or real phantoms; the other is the computer simulation of test objects. Both approaches are used in our lab. If we use cadavers, precise measurements can only be performed for bone. The acquisition parameters cannot be changed at later times. In addition, a quantitative comparison cannot be performed. Even the qualitative comparison with pictures of the real object under exactly the same conditions is tedious. Therefore our first steps in quality control using artificial objects have advanced much further. For binary segmentation we chose the following procedure:

1. Tomographic acquisition of a formally specified test object is simulated. As in CT and MRI, sampling is done in coplanar slices with adjustable distance and thickness. This way one can simulate the sampling artifact known as “partial volume effect.” Test objects may be any combinations of such simple solid geometric structures as spheres, cones, cubes, and with a specified (at present homogenous) gray value.
2. 3D-image processing is performed just as it is for real clinical data. Different methods of determining surface normals are tested. All results are visualized using the Phong illumination model.

3. Finally, the results are inspected qualitatively and compared with the original object specification using quantitative quality measures.

As a quantitative measure of the accuracy of surface-normal determination we use the angles between computed and ideal surface-normal vectors (in the range of 0 to 90 degrees). They can be visualized in an error image, thus presenting the local deviations. In the research reported in this article we used a test object which consisted of a cone and a pyramid intersecting each other and having a slit of 0.5 voxels. Effects concerning thin surfaces were studied with a ball-shaped test object with a wall thickness of only one voxel. Artificial objects have a drawback; not all facets of human anatomy can be modeled in detail using them. Decisive advantages, however, are the easy choice of acquisition parameters and the possibility of modeling special morphological structures (such as sutures or thin layers).

For fuzzy segmentation (transparent visualization) an exact object definition does not exist. Nevertheless we can achieve a reasonably good visual impression of the object. Yet an exact quality measure is hard to find. We can, however, visualize the contribution of the individual voxels to the final image via a “reflection map” (see Wiebecke[17]). Here, in a plane perpendicular to the projection plane, the percentage of the reflected incoming light is depicted. So we can at least assess qualitatively which objects contribute to the final image.

The quality of the algorithms to be compared depends to a large extent on the acquisition and preprocessing parameters of the original data. To avoid overcrowding of the parameter space, we have confined ourselves to a small set of typical parameters. For CT we chose both a slice thickness and a distance of 2 mm; for MRI the corresponding values were 1.5 mm. In contrast to other investigations, all data were taken from living persons. Trilinear interpolation was used unless stated otherwise. For the artificial objects an isotropic data volume was chosen.

We are aware that not all aspects of image quality are covered this way. However, the relative differences between the tested algorithms can be assessed very well. We are also aware that we have not covered all the published algorithms. Furthermore, essential details have been omitted in some publications, thus rendering analysis impossible. We think our choice of algorithms is rather representative. Above all, we have tried to describe or to reference the algorithms in such a way that they can be reproduced by the reader.

### Rendering “binary” surfaces

As is well known, the raw image of a surface can be produced by imaging the negative distance of the visible voxels to the observer (depth cueing or z-buffer shading).

For realistic images, of course, the surface-normal vectors have to be determined. A depth factor may be used additionally to distinguish surface locations at different distances.

#### Z-buffer gradient shading (ZG)

A fairly fast method is estimation of the surface normals from the z-buffer[18]. We used a modified version of this algorithm.[11,20]

Given the z-buffer, $Z(x,y)$, the components of the surface normal are approximated from the gradient vector

$$
\nabla Z = \left( \frac{\partial Z}{\partial x}, \frac{\partial Z}{\partial y}, 1 \right) = (\phi, \theta, r)
$$

The partial derivative $\frac{\partial Z}{\partial x}$ is approximated as the weighted sum of the backward and forward differences of the neighboring pixels in the z-buffer.

$$
\frac{\partial Z}{\partial x} = W(\delta_x) \text{ Sign}(\delta_x) + W(\delta_{x+1}) \text{ Sign}(\delta_{x+1})
$$

where

$$
W(\delta) = \begin{cases} 
\pi \frac{\delta - a}{4(b-a)}, & \text{if } a \leq \delta \leq m \\
0, & \text{otherwise}
\end{cases}
$$

$\delta_x = Z(x+y) - Z(x-1, y)$

$\delta_y = Z(x+y) - Z(x, y)$

The computation of $\frac{\partial Z}{\partial y}$, $\delta_y$, and $\delta_r$ is analogous. The resulting spherical vector is converted to Cartesian coordinates. We use $a = 0$, $m = 8$, and $b = 12$.

This algorithm delivers fairly realistic images, but it suffers because the dynamic range and resolution of surface angles is low. This is because they are computed using the position of surface voxels in a $3 \times 3$ neighborhood, which does not allow a large number of choices.

Figure 1, case ZG, demonstrates the result for our test object. The object is rendered reasonably well, although the error image shows that the determined surface normals are fairly inaccurate. In fact, the visual impression is governed to a large extent by the
Figure 1. 3D views (a) and the corresponding error images (b) of a solid test object with a small gap. ZG—Z-buffer gradient shading; (GG6) gray-level gradient shading with six neighbors; (AGG26) adaptive gray-level gradient shading with up to 26 neighbors. Second row: marching cube segmentation. (MC) original gray level gradient shading; (MCS-P) Phong interpolation; (MCS-P5) Phong interpolation with five iterations.

Figure 2. 3D-views (a) and the corresponding error images (b) of a spherical test object of one-voxel thickness. (ZG) Z-buffer gradient shading; (GG6) gray level gradient shading with six neighbors; (AGG26) adaptive gray-level gradient shading with up to 26 neighbors. Second row: marching cube segmentation. (MC) original gray level gradient shading; (MCS-P) Phong interpolation; (MCS-P5) Phong interpolation with five iterations.

depth contribution. The slit is not detected. The same is true for the thin test object (Figure 2). If we consider an anatomical object rendered this way (Figure 3), we notice the low dynamic range and the discreteness of the surface. The eye socket, which is critical because of its thin bone, is presented quite well. Sutures are not recognizable.

Gray-level gradient shading (GG)
Much better results can be achieved if the gray-scale data are used for determination of the surface normals. As a consequence of the tomographic data-acquisition technique the gray values in the neighborhood of a surface voxel reflect the relative average of the various (usually two) tissue types (for
Figure 3. View of the skull of a three-month-old child with very thin bones and a facial cleft reconstructed from 46 computer tomograms. (a) Z-buffer gradient shading, (b) gray-level gradient shading with six neighbors, (c) adaptive gray-level gradient shading with up to 26 neighbors. Bottom row: marching cube segmentation. (d) original gray-level gradient shading, (e) Phong interpolation, (f) Phong interpolation with five iterations.

example, air/skin, soft tissue/bone) in the voxels immediately adjacent to the voxel in question. These relative volumes are related to the surface inclination. Thus the gray-level gradient can be considered a measure of surface inclination. This idea of gray-level gradient shading has been described by Barillot et al.,\textsuperscript{21} and independently by Hoehne and Bernstein\textsuperscript{3} and Tiede et al.\textsuperscript{11,19} Our procedure is as follows:

Given the gray level \( g \) of a surface voxel at a location, \( i,j,k \) the gray-level gradient is computed as

\[
\begin{align*}
G_x &= g_{(i+1,j,k)} - g_{(i-1,j,k)} \\
G_y &= g_{(i,j+1,k)} - g_{(i,j-1,k)} \\
G_z &= g_{(i,j,k+1)} - g_{(i,j,k-1)}
\end{align*}
\]

The components of the surface normals are normalized as

\[
N_u = \frac{G_u}{\sqrt{(G_x)^2 + (G_y)^2 + (G_z)^2}}, \quad u = x, y, z
\]

The gradients are typically computed either from six central neighbors in the 3x3x3 neighborhood or from all 26 neighbors. In the latter case the algorithm is identical to the Zucker-Hummel operator for edge detection (see Ballard and Brown\textsuperscript{22}).

Due to the high dynamic range of the gray levels a continuous shading is now possible, leading to a more realistic impression of the objects. Small details not visible with the z-buffer gradient shading such as the slit in the solid artificial object (Figure 1 case GG6) become apparent, even if only six neighbors are used. The thin surface test object, however, shows considerable error (see Figure 2).

In solid regions of real objects such details as sutures now become visible (see Figure 3). In addition, aliasing effects present in z-buffer gradient shading, especially during animation, do not occur. For the thin bone in the eye socket or the nasal septum and parts of the lateral head, this method leads to artifacts. This is because the gray level is no longer governed by membership in an object class but rather by the thickness of the object. As a consequence the gray-level threshold is not representative for the surface nor is the gradient representative for its inclination. The inclusion of 26 neighbors improves the quality of the solid regions, but does not show thin objects better.
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Adaptive gray-level gradient shading (AGG)

For thin objects even a six-voxel neighborhood may be too large. Therefore, we tried an adaptive selection of the neighborhood (see Pommert et al.15). An algorithm, which adapts to the thickness of the object using only 3 to 6 adjacent voxels, computes $G_v$ ($G_x$ and $G_y$ correspondingly) in the following way: If the gray value of the surface voxel at $(i,j,k)$ is greater (smaller) than the gray value of its neighbors at $(i - 1,j,k)$ and $(i + 1,j,k)$, it takes the gradient between the surface-voxel itself and the neighbor with the lower (higher) gray value; otherwise it takes the gradient between both neighbors. This principle can be generalized by choosing the neighborhood from all 26 neighbors. For solid test objects the effect is the same as in the non-adaptive case (see Figure 1, case AGG26). One obtains a smooth, nearly alias-free surface with minimal deviation from reality. For the thin ball the error is greatly reduced (see Figure 2). For a real object, the algorithm yields improved results in the critical regions (see Figure 3).

Marching cubes algorithm (MC)

An algorithm that combines classical surface-representation—via triangles—and surface-normal determination—via gray-level gradients—has been described by Lorensen and Cline. They consider an octuple of neighboring voxels representing a cube. Depending on whether the voxels are within or outside the object, a surface of up to four triangles is placed inside the cube. The surface normals at the triangle vertices are computed via a linear interpolation of the gray-level gradients at the cube edges. The polygonal-surface description can then be shaded in the classical way (for example, using Phong shading). As demonstrated in Figure 1b, case MC, the solid test object shows results comparable to those of the gray-level gradient shading. Obviously, problems arise at thin surfaces (see Figure 2), probably because the gray-level gradient is calculated from a $4 \times 4 \times 4$ neighborhood, which is larger than the one we described before. Further, non-closed surfaces may occur if the voxel cubes belonging to an object are connected only at one edge. The appearance of the gray-level shading is similar to the real object (see Figure 3).

The neighborhood for gradient determination is reduced if we modify the algorithm so the surface segmentation is done with the marching cube algorithm, but rendering is performed using the Phong interpolation of the polygonal surface. The result looks like results of adaptive shading for the solid object, except at sharp edges (see Figure 1, case MCS-P). For thin surfaces the problem of non-closed surfaces becomes more prominent (Figure 2). However, these artifacts are not visible in the real object (Figure 3).

The modified version can now be extended by applying the original Phong interpolation scheme repetitively, so an even larger neighborhood of adjacent polygons are used in the surface-normal computation (see Tiede56). The errors at sharp edges are enhanced, while homogenous areas are presented with nearly no error (Figure 1 case MCS-P5). Though the iterative Phong interpolation produces strong local deviations for thin objects (see Figure 2), the appearance of real objects, especially the eye socket, becomes significantly smoother. On the other hand, the suture is almost smoothed out (Figure 3).

“Fuzzy” surface rendering

There is no doubt that an object that is opaque in reality should be rendered as an opaque object to get the highest fidelity. Exceptions that justify transparent rendering are cases where we really want to look into an object that does not have distinguishable constituents or when we are not able to determine the true surfaces automatically. The latter is often true if we want to visualize soft tissue structures in detail.

“Look through” projections

The simplest way of looking into an object is to assign a certain opacity to each gray level and to integrate over the opacities. If applied in a straight for-
ward manner, this is a step back to the old X-ray projection technique. If applied in a selective way, it is nevertheless helpful in special cases. As an example, vessels below the skin surface can be visualized by just integrating over a certain range below the surface (Figure 4), thus the subcutaneous vessels become visible selectively, the remaining skin delivering a 3D clue. It is, of course, hard to give a measure for the fidelity of these images.

**Transparent gray-level gradient shading (TGG)**

More sophisticated ways of transparent rendering have been described by Levoy\(^6\) and Drebin et al.\(^6\). These algorithms have the following features in common:

1. Certain opacities are assigned to certain gray-level ranges (for example, bone and muscle).
2. Opacities at surfaces are enhanced by weighting them with the gray-level gradient.
3. Using a ray-casting algorithm, transparent views are produced by shading all visible voxels using the gray-level gradient method.

We used an algorithm that determines the intensity in the image plane \(I(x,y)\) using the following recursive equations:

\[
I(x,y) = F(x,y,0,1)
\]

\[
F(x,y,z,l) = \begin{cases} 
I \cdot \text{background value, if } l < t \text{ or } z > z_{\text{max}} \\
1 - O(x,y,z) \cdot S(x,y,z) + F(x,y,z + 1, l \cdot (1 - O(x,y,z))) \\
\end{cases}
\]

\(t\) = minimum remaining fraction of the incoming light
\(z_{\text{max}}\) = maximum depth of 3D scene
\(l\) = fraction of incoming light
\(O(x,y,z)\) = \(W(g_{x,y,z}) \cdot G(x,y,z) - \text{opacity}\)
\(W(g_{x,y,z})\) = weight assigned to the gray level \(g\)
\(G(x,y,z)\) = \(\sqrt{Gx^2 + Gy^2 + Gz^2} / \sqrt{255^2 + 255^2 + 255^2}\)
\(S(x,y,z)\) = surface shading component (see section on determination of image quality)

The resulting image depends strongly on the weighting function \(W\). As a tool for assessing the choice of parameters we compute an auxiliary image \(R = I \cdot O(x,y,z)\), which we call reflection map. This map shows the relative contribution of the voxels to the final image.

In contrast to the algorithm originally proposed by Levoy,\(^6\) our algorithm traverses the volume in a front-to-back manner and allows use of a stopping mechanism. Thus, computing time can be greatly reduced.

We have applied this method extensively to CT, as well as to MRI volumes. The motivation for CT is that possibly critical regions (thin bone, etc.) could be visualized better, as claimed by Levoy.\(^6\) As an example, Figure 5 shows the skull shown in Figure 3 with the skin nearly transparent and the bone semitransparent. In fact, the bone looks good and the critical eye socket looks smoother than it does with binary segmentation (Figure 5b). If, however, we look at the reflection map (Figure 6), we notice, especially in the eye socket, that voxels from all over the object are contributing to the image.

One can object that the weighting function could have been chosen more properly. This is possibly true, but our experience is that various parameter settings deliver good-looking but different images, and there is no algorithmic way of determining the “correct” parameter set. We are experimenting with semi-automatic procedures. Compared to binary segmentation, the computation time is much higher, because, depending on the opacity, the number of voxels to be rendered may become very large. Therefore, we do not recommend transparent rendering for objects that are segmentable, such as bone in CT.

The situation is somewhat different in cases where there is no way to segment the objects automatically, as is often true with MRI data. As an example, we tried to visualize a 4D MRI data set of a human heart con-

Figure 5. The skull as in Figure 3 rendered with transparent gray-level gradient shading (TGG).
Figure 6. Parameters leading to the image in Figure 5, shown on a cross-sectional image. (a) original CT values (b) gray-level gradient $G(x,y,z)$, (c) weighting function $W(g)$, (d) weighted CT values. (e) overall opacity $O(x,y,z)$, (f) reflection map $R$ showing the relative contribution of the voxels to the final image.)
sisting of 26 slices for each of 12 heart phases. Binary segmentation was of no value.

Using transparent gray-level gradient shading, we can obtain a fairly good visualization (see Figure 7). The contributions to the final image can be assessed by viewing the reflection map (see Figure 8). This way animated views of the heart or the vascular spaces have been generated from a living patient. These parts could never be seen before, even during surgery (see Hoehne et al29). Though a real contribution, the opacities derived from the gray levels have to be chosen carefully. This process is helped by showing their strength on a cross-sectional map.

Maximum intensity projection

If the objects to be presented become so tiny that neither a segmentation nor the determination of a surface normal is possible, the maximum intensity projection delivers reasonable results in special cases. For example, it is possible to produce image volumes in magnetic resonance imaging where the blood vessels are enhanced in intensity. If we record the maximum of the intensity along the rays as an image, we get a kind of projection image that has no depth cue per se. With motion and/or implantation into a surface image (see Figure 9) a 3D impression can be achieved.

Conclusions

We have tried to assess different methods of visualizing tomographic volume data. For those cases where we can determine surfaces of the objects contained in a volume (binary segmentation), we have compared several rendering methods. Z-buffer gradient shading is easy to implement, and it is fast. However, its ability to reflect reality is poor. Nevertheless, it still has its justifications, for example, as a tool for fast previewing, or when no gray-level gradient can be calculated, as is the case with manually segmented objects, for instance.

Quality is—at least for CT-data—much higher in gray-level gradient shading. The ability to visualize thin surfaces can be greatly enhanced if the gradients are computed according to the thickness of the objects (adaptive gray-level shading). The marching-cube algorithm delivers equally good quality, but it has problems with thin objects, and it is more expensive to compute. One of its obvious merits lies in its ability to connect the voxel world with the polygon world. The combination of marching-cube segmentation and Phong interpolation generates better results for real objects, but the problems with thin surfaces and sharp edges remain unsolved.

It was our experience that the attempt to overcome segmentation problems in critical regions with semi-transparent visualizations does not seem successful. If, however, a surface cannot be determined at all, transparent visualization is the only possibility. Here, the transparent gray-level gradient shading delivers useful results. Since we have the free choice of assigning opacities to the gray levels and/or the gray-level gradients, we cannot be sure about the fidelity of the images. The comparison of an original gray-level picture with the reflection map is helpful in determining an optimal parameter set.

The question of whether an opaque or a transparent visualization of tomographic volumes is better can be answered as follows: Whenever surfaces are detectable, an opaque visualization is better, because it is...
Figure 8. Parameters leading to the images in Figure 7, shown on a cross-sectional image (left column corresponds to Figure 7 left, right column to Figure 7 right). (a) original MR values, (b) gray-level gradient $G(x,y,z)$, (c and d) Weighting functions $W(g)$; (e and f) Overall opacity $O(x,y,z)$; (g and h) Reflection maps $R$, showing the relative contribution of the voxels to the final image.
perceived better (decisively in static images). For further improvement, different rendering methods can be used selectively for different objects (see Figures 10 and 11). In addition, a visualization by multiple surfaces and cuts is very well suited to locating and measuring objects. Transparent visualization lacks this property, which is critical for clinical practice. And shouldn't there be a reason Leonardo da Vinci, who was an expert on human anatomy and a genius in visualization, did not use transparency (see Figure 12)?
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Figure 11. Different views of a head generated from 128 MR images. The skin, bone, ventricle (blue), and tumor (green) are shaded using gray-level gradient shading. The brain is rendered with transparent gray-level gradient shading, and a “look-through” projection of 3 voxels is used for the carotid artery (white).
Figure 12. Leonardo da Vinci's famous drawings of a human head, together with analogous views of a 2,600-year-old mummy generated from 200 computer tomograms using gray-level gradient shading.
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